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Language Models >>Large LMs (LLMs)
Ø Definition: A language model aims to 

predict the probability of the occurrence of 
a token or a sequence of tokens. 

Ø The probability prediction of a language 
model is closely related to context and 
corpus information.

Ø Language model is not a new technical 
concept specially for LLMs, but has 
evolved with the advance of artificial 
intelligence over the decades. 

Ø  Definition: LLMs have billions of 
parameters, trained on massive corpora.  

Zhao, W. X., Zhou, K., Li, J., Tang, T., Wang, X., Hou, Y., Min, Y., Zhang, B., 
Zhang, J., Dong, Z., Du, Y., Yang, C., Chen, Y., Chen, Z., Jiang, J., Ren, R., Li, 
Y., Tang, X., Liu, Z., . . . Wen, J. (2023). A Survey of Large Language Models. 
ArXiv. https://arxiv.org/abs/2303.18223



Evolution brings new abilities
Key Point: With the continuous iteration and updates of LLMs, the range of problems they can solve  has become 
increasingly rich, demonstrating some new abilities.
▶ Growing Complexity: Each new LLM version shows  improvements in reasoning, creativity, and context handling.
▶ Emergent Properties: Larger, more diverse training corpora lead to surprising capabilities (e.g., zero-shot translation,
chain-of-thought prompting).
▶ Broadening Applications: Beyond text generation, LLMs now assist in code completion, legal drafting, and even
scientific problem-solving.



Scaling Law

Kaplan, J., McCandlish, S., Henighan, T., Brown, T. B., Chess, B., Child, R., Gray, S., Radford, A., Wu, J., & Amodei, D. (2020). Scaling Laws for Neural Language 
Models. ArXiv. https://arxiv.org/abs/2001.08361

Kaplan et al. (2020) 

• Three quantities dominate performance: N = # parameters, D = # tokens, C = #FLOPS
• Model shape doesn’t matter very much.
• Performance improves as long as we increase both N and D.
• Training loss curves follow predictable power laws.

Every time we increase the model size 8x, we only need to increase the data 
by roughly 5x to avoid a penalty.



Scaling Law

Hoffmann, J., Borgeaud, S., Mensch, A., Buchatskaya, E., Cai, T., Rutherford, E., Casas, D. D., Hendricks, L. A., Welbl, J., Clark, A., Hennigan, T., Noland, E., Millican, K., Driessche, 
G. V., Damoc, B., Guy, A., Osindero, S., Simonyan, K., Elsen, E., . . . Sifre, L. (2022). Training Compute-Optimal Large Language Models. ArXiv. https://arxiv.org/abs/2203.15556

Hoffman et al. (2022) 

• The big shift for Chinchilla was a dramatic increase in the number of 
tokens.

• Everyone had been using way too little data.
• Increasing the amount of data and decreasing the model size.
• → Same computational budget but get much better performance!
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The core of  LLMs --- Transformer

Transformer models have diversified into Encoder, 
Decoder, and Encoder-Decoder branches, driven 
by advancements from companies like Microsoft, 
Google, Meta, OpenAI, and Eleuther AI.
v Encoder models like BERT focus on language 

understanding.
v Decoder models like GPT are aimed at 

generation.
v Encoder-decoder models.
v Diffusion LLMs.

https://magazine.sebastianraschka.com/p/understanding-encoder-and-decoder



Encoder-only models —— BERT 
What is BERT?

BERT (Bidirectional Encoder Representations from 
Transformers) is a pre-trained language model with an 
encoder-only architecture.
Ø Bidirectional Encoding:  Uses bidirectional attention 

to understand context from both directions. 

Ø Suitable for understanding-based tasks like 
classification and question answering.

E.g. The cat ran over the street, because it got startled

Difference with Decoder only (GPT)
Uses unidirectional attention to predict the next word in 
a sequence, only have context from previous 
words.(Causal language model) 
Suitable for generation-based tasks like text 
completion and conversation

BERT uses a bidirectional Transformer. 
OpenAI GPT uses a left-to-right Transformer.

Devlin, J., Chang, M., Lee, K., & Toutanova, K. (2018). BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. ArXiv. 
https://arxiv.org/abs/1810.04805



Pretraining Finetuning paradigm

Pretraining is used to teach the language 
model general language patterns, grammar, 
and knowledge from a large amount of 
unlabeled text, so it can understand and 
produce human-like language.

Finetuning (post) adapts the pretrained 
model to a specific task or domain with 
labeled dataset to specialize at down stream 
tasks or to align well with Human 
preference.



BERT Training Methods —— Pre-training

ØTask1: Masked Language Model (MLM)
• Randomly masks the input words and predicts the 

original words.

• 80% of masked tokens are replaced with [MASK], 
10% are replaced with a random word, and 10% 
remain unchanged to reduce pre-training and fine-
tuning mismatch.

https://magazine.sebastianraschka.com/p/understanding-encoder-and-decoder

ØTask2: Next Sentence Prediction (NSP)
Predicts whether two sentences are consecutive: 50% of examples are actual consecutive sentences (IsNext), 
50% of examples are randomly chosen, non-consecutive sentences (NotNext).
Helps the model learn textual coherence and is particularly useful for tasks like Question Answering (QA) and 
Natural Language Inference (NLI).



Same architecture, different tasks: A simple output layer is added for tasks such as classification, question
answering (QA), and Named Entity Recognition (NER).

BERT Training Methods —— Fine-tuning

Radford A, Narasimhan K, Salimans T, et al. Improving language understanding by generative pre-training [J]. 2018.

(i) Transformer architecture and training objectives used in this work. (ii) Input transformations for fine-
tuning on different tasks. We convert all structured inputs into token sequences to be processed by our pre-
trained model, followed by a linear+softmax layer.



Application: Knowledge graph

Unstructured literature
(such as free text and tables)

diabetes

positively_correlates_with 

cardiovascular diseases 

Structured knowledge units: 
triples [head, relation, tail]

• A biomedical knowledge graph (KG) is a 
structured network that represents biomedical 
entities (like genes, proteins, drugs, diseases, 
symptoms, etc.) as nodes, and their relationships 
(such as “treats,” “causes,” “interacts with,” etc.) 
as edges.

• The goal is to organize complex biomedical 
knowledge (structured and unstructured) into a 
machine-readable graph structure, making it 
easier to query, visualize, and extract insights.

• Extracts subject-predicate-object triplets(RE) from 
PubMed abstracts



Knowledge graph construction – a Bert method



Decoder-only models GPT family
GPT: Uses unidirectional attention to predict the next word in a sequence. Suitable for generation-based tasks like 
text completion and conversation. GPT is autoregressive(causal) language model defines a conditional distribution:

GPT pretraining: Let 𝜃 be all the parameters of large language models. Let D be the training data consisting of a 
set of sequences. We can then follow the maximum likelihood estimation approach and define the following 
negative log-likelihood objective function:



Large-Scale Data for Pretraining

Data preprocessing 
pipeline

What data do LLMs use?
Typical data sources 
include text from the 
internet, books, scientific 
data,  code repositories, and 
more.

Zhao, W. X., Zhou, K., Li, J., Tang, T., Wang, X., Hou, Y., Min, Y., Zhang, B., Zhang, J., Dong, Z., Du, Y., Yang, C., Chen, Y., Chen, Z., Jiang, J., Ren, R., 
Li, Y., Tang, X., Liu, Z., . . . Wen, J. (2023). A Survey of Large Language Models. ArXiv. https://arxiv.org/abs/2303.18223
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Optimizing LLMs for Downstream Tasks

1. No Training Required (Prompt Engineering)
🔹 Pros: No computational cost, easy to implement.

🔹 Cons: Limited effectiveness for complex tasks. (not always)

2. Training Required (Post-training)
Ø Supervised Fine-Tuning: Adjusting all model parameters for task specificity.

Ø Alignment: Align model behaviour with human goals and ethical standards, ensuring the model is useful, safe, 
and reliable. 

Ø RL for Reasoning: Enhance the reasoning ability of LLMs.
🔹 Pros: High precision with smaller models

🔹 Cons: Requires computational resources.



Training-free methods – Prompt engineering
OpenAI: Prompt engineering means writing precise instructions that guide AI models like ChatGPT to
produce specific and useful responses.

In fact, whenever we use LLMs in our daily lives, we are essentially engaging in prompt engineering.





Few-shot prompting
Zero-shot prompting means that the prompt used to interact with the model won‘t contain examples or
demonstrations. The zero-shot prompt directly instructs the model to perform a task without any
additional examples to steer it.

Few-shot prompting is a technique to enable in-context learning where we provide demonstrations in the 
prompt to steer the model to better performance. The demonstrations serve as conditioning for subsequent 
examples where we would like the model to generate a response.

Wei, J., Bosma, M., Zhao, V. Y., Guu, K., Yu, A. W., Lester, B., Du, N., Dai, A. M., & Le, Q. V. (2021). Finetuned Language Models Are Zero-Shot Learners. ArXiv. https://arxiv.org/abs/2109.01652
Brown, T. B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J., Dhariwal, P., Neelakantan, A., Shyam, P., Sastry, G., Askell, A., Agarwal, S., Krueger, G., Henighan, T., Child, R., 
Ramesh, A., Ziegler, D. M., Wu, J., Winter, C., Hesse, C., . . . Amodei, D. (2020). Language Models are Few-Shot Learners. ArXiv. https://arxiv.org/abs/2005.14165



Brown, T. B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J., Dhariwal, P., Neelakantan, A., Shyam, P., Sastry, G., Askell, A., Agarwal, S., Krueger, G., Henighan, T., Child, R., 
Ramesh, A., Ziegler, D. M., Wu, J., Winter, C., Hesse, C., . . . Amodei, D. (2020). Language Models are Few-Shot Learners. ArXiv. https://arxiv.org/abs/2005.14165



Chain of  thought prompting
Standard few-shot exemplars provide information on the final solution format, but not the 
rationale to derive the solution. Not helpful enough in some cases.

CS294/194-280: Advanced Large Language Model Agents

Chain-of-thought (CoT) prompting enables complex reasoning capabilities through intermediate
reasoning steps. You can combine it with few-shot prompting to get better results on more 
complex tasks that require reasoning before responding.



CS294/194-280: Advanced Large Language Model Agents



Self-Consistency Prompting
Self-Consistency is designed to improve upon the naive greedy decoding typically used in chain-of-thought 
(CoT) prompting. Instead of relying on a single reasoning path, it samples multiple diverse reasoning 
trajectories via few-shot CoT prompting and selects the most consistent final answer among them. 

Yao, Shunyu, et al. "Tree of thoughts: Deliberate problem solving with large language models." Advances in neural 
information processing systems 36 (2023): 11809-11822.



RAG & Tool use
While prompt engineering can improve how we interact with LLMs, prompting alone often falls short when 
the model needs 
• Up-to-date knowledge, specialized data.       What’s the stipend of Runpeng in UNC?
• Ability to take real-world actions.                    Help me book a flight to Seattle?

To overcome these limitations, techniques like Retrieval-Augmented Generation (RAG) and tool use have 
been developed, allowing LLMs to access external information and perform tasks that go beyond its 
intrinsic abilities.

Database
Tools

RAG Tool use



Retrieval-Augmented Generation (RAG)
LLMs showcase impressive capabilities but encounter challenges like hallucination, lack of knowledge. 
RAG has emerged as a promising solution by incorporating knowledge from external databases.

1) Indexing. Documents are 
split into chunks, encoded 
into vectors, and stored in a 
vector database. 

2) Retrieval. Retrieve the 
Top k chunks most relevant 
to the question based on 
semantic similarity.

3) Generation. Input the 
original question and the 
retrieved chunks together 
into LLM to generate the 
final answer.



Tool use
Tool-augmented LLMs address the limitations of standalone models—such as inability to perform 
real-time computations, access up-to-date data—by leveraging APIs, web search, and software tools to 
dynamically retrieve information and execute complex tasks beyond their internal knowledge.



Put everything together – LLM agents
We want to design a pipeline where LLMs act as the brain, using tools to accomplish specific tasks.
They can think ahead, remember past conversations, and use different tools to adjust their responses based on the 
situation and style needed.

Yao, Shunyu, et al. "React: Synergizing reasoning and acting in language models." International Conference on Learning Representations (ICLR). 2023.



LLM agents Examples - LAMBDA

Maojun, Sun, et al. "Lambda: A large model based data agent." Journal of the American Statistical 
Association just-accepted (2025): 1-20.



LLM agents Examples

Maojun, Sun, et al. "Lambda: A large model based data agent." Journal of the American Statistical 
Association just-accepted (2025): 1-20.





LLM agents Examples – UKB-KG

A medical knowledge graph offers an effective solution to this challenge by structurally organizing 
and integrating scattered UKB findings, especially with the recent support of large language models.

UK Biobank (UKB) - The world’s most important health research database

However, the dispersion of UKB-related research across numerous publications 
poses challenges for efficiently synthesizing and integrating findings. 



LLM agents Examples – UKB-KG

Large language models are revolutionizing MKG construction, significantly enhanced the extraction 
and organization of medical knowledge from vast literature

Medical Knowledge Graph- a powerful tool for organizing and utilizing vast, heterogeneous biomedical data

Unstructured literature
(such as free text and tables)

diabetes

positively_correlates_with 

cardiovascular diseases 

Structured knowledge units: 
triples [head, relation, tail]



LLM agents Examples – UKB-KG

Pipeline of UKB-KG

Incorporate domain knowledge through 
Knowledge Graph Embeddings (KGE) of 
UKB-KG to enhance disease prediction.

Multi-Disease Prediction

Retrieval-Augmented Generation (RAG)
Retrieve relevant knowledge from the UKB-KG 
to augment medical question answering

Interactive Platform for UKB-KG



Training methods – SFT

Prompting methods are inherently limited by the capabilities and biases of the base model. 

Supervised Fine-Tuning (SFT) is the most basic training approach for aligning large language 
models with human intentions. It involves fine-tuning a pre-trained model on a dataset of input-output 
pairs to follow instructions or perform specific tasks.



SFT – Example
Among all the training methods, SFT is the most direct one. There have been many works use SFT at the early stage.

Specialize a large language model (LLM) for generating or 
interpreting the “Impression” section of radiology reports

Easily fine-tune 100+ large language models with 
Web UI

https://github.com/hiyouga/LLaMA-Factory


Alignment

3H principles:
Ø Helpful (Improves usability)
Ø Honest (Enhances trustworthiness)
Ø Harmless (Mitigates harmful outputs)

RLHF allows models to learn from comparative feedback—for example, choosing one response 
over another—so that the model can generalize better to unseen situations and generate 
outputs that are more aligned with human preferences.



Alignment
Challenges
1. Human in the loop is expensive – Reward Modelling
2. Human judgments are noisy and miscalibrated. – Preference learning



Alignment – Bradley Terry model

Instead of asking labelers to assign scores, 
we collect their preferences through 
pairwise comparisons.



Alignment - RLHF

Use RL algorithm to train optimize the LLM 𝜋

How do we get feedback for the reward while training our RL model?

Train a Reward Model (RM) on preference data to predict preferences!



Alignment  - Improvements
• The reward model is hard to train and large.

• Human labeling remains costly.



Learning to Reasoning with LLMs

DeepMind and OpenAI achieve IMO Gold.

The secret behind the success - Reasoning

We achieved this year’s result using an advanced 
version of Gemini Deep Think – an enhanced reasoning 
mode for complex problems that incorporates some of 
our latest research techniques, including parallel 
thinking. This setup enables the model to 
simultaneously explore and combine multiple possible 
solutions before giving a final answer, rather than 
pursuing a single, linear chain of thought.



Learning to Reasoning with LLMs

Reasoning refers to the process of thinking through a problem or situation in order
to form a logical conclusion or make a decision. It involves using evidence, facts, and
logic to arrive at a solution or answer. 

How can LLM Reasoning?
Generate sequence of tokens representing 
intermediate steps in the reasoning process.

Why Reasoning is important?

What is reasoning?

Even for humans, problems like math or complex question answering are difficult to solve with direct 
answers alone, as they often require multi-step reasoning or integrating diverse pieces of information.



Learning to Reasoning with LLMs
How can we guide LLMs to perform reasoning?

Or some other prompting methods:
1. Least-to-Most Prompting
2. Self reflection/ verification

Zhou, Denny, et al. "Least-to-most prompting enables complex reasoning in large language models." arXiv preprint arXiv:2205.10625 (2022).
Weng, Yixuan, et al. "Large language models are better reasoners with self-verification." arXiv preprint arXiv:2212.09561 (2022).

Can we go beyond prompting?



Learning to Reasoning with LLMs

Lightman, Hunter, et al. "Let's verify step by step." The Twelfth International Conference on Learning Representations. 2023.

Reward guided decoding

Reward hacking.



Learning to Reasoning with LLMs

Hao, Shibo, et al. "Reasoning with language model is planning with world model." arXiv preprint arXiv:2305.14992 (2023).

Reward guided planning



DeepseekR1 and RLVR

Reinforcement learning with verifiable reward

Instead of training a separate reward model or explicitly assigning credit to each reasoning step, we 
allow the model to discover effective reasoning strategies through trial and error, only judge the 
output through correctness of final answer.

1. Reduce the computational burden of training a separate reward model.
2. Eliminate the risk of reward hacking.



DeepseekR1 and RLVR

During the training process, they observe the increase in reasoning length and “aha moment” where 
the model learns to self-reflection and verify.



Some of  the Challenges

• Ensuring Faithfulness of the Reasoning Process
• Reducing Reasoning Latency
• Handling General Reasoning Tasks with Unverifiable Rewards



RLVR – Applications

Medical Reasoning

Use of Search engine

Use of smart phone



Reasoning – Example R1-RE
Relation extraction is a critical step in knowledge graph 
construction.

Existing method focus on learning a 
mapping from sentence to triplet, which 
cannot generalize to OOD.

Human annotators are generalizable 
across tasks because they can reason on 
the requirements.

Dai, Runpeng, et al. "R1-RE: Cross-Domain Relation Extraction with RLVR." arXiv preprint arXiv:2507.04642 (2025).



Reasoning – Example R1-RE



References

Lu, Z. et al. Large language models in biomedicine and health: current research landscape and future directions. J. Am. Med. Inform. Assoc. 31, 1801–1811 
(2024).
Ouyang, L. et al. Training language models to follow instructions with human feedback. Preprint at https://doi.org/10.48550/arXiv.2203.02155 (2022).
OpenAI et al. GPT-4 Technical Report. Preprint at https://doi.org/10.48550/arXiv.2303.08774 (2024).
Rafailov, R. et al. Direct Preference Optimization: Your Language Model is Secretly a Reward Model. Preprint 
at https://doi.org/10.48550/arXiv.2305.18290 (2024).
Schulman, J., Wolski, F., Dhariwal, P., Radford, A., & Klimov, O. Proximal Policy Optimization Algorithms. Preprint 
at https://doi.org/10.48550/arXiv.1707.06347 (2017).
Wang, C. et al. A Survey for Large Language Models in Biomedicine. Preprint at https://doi.org/10.48550/arXiv.2409.00133 (2024).
Wei, J. et al. Finetuned Language Models Are Zero-Shot Learners. Preprint at https://doi.org/10.48550/arXiv.2109.01652 (2022).
Wei, J. et al. DrugReAlign: a multisource prompt framework for drug repurposing based on large language models. BMC Biol. 22, 226 (2024).
Xiao, H. et al. A Comprehensive Survey of Large Language Models and Multimodal Large Language Models in Medicine. Inf. Fusion 117, 102888 (2025).
Yao, S. et al. ReAct: Synergizing Reasoning and Acting in Language Models. Preprint at https://doi.org/10.48550/arXiv.2210.03629 (2023).
Yenduri, G. et al. GPT (Generative Pre-Trained Transformer)— A Comprehensive Review on Enabling Technologies, Potential Applications, Emerging Challenges, 
and Future Directions. IEEE Access 12, 54608–54649 (2024).
Zhao, W. X. et al. A Survey of Large Language Models. Preprint at https://doi.org/10.48550/arXiv.2303.18223 (2024).
10-423/10-623 Generative AI Pat Virtue & Matt Gormley Lecture 15 Carnegie Mellon University

https://doi.org/10.48550/arXiv.2203.02155
https://doi.org/10.48550/arXiv.2303.08774
https://doi.org/10.48550/arXiv.2305.18290
https://doi.org/10.48550/arXiv.1707.06347
https://doi.org/10.48550/arXiv.2409.00133
https://doi.org/10.48550/arXiv.2109.01652
https://doi.org/10.48550/arXiv.2210.03629
https://doi.org/10.48550/arXiv.2303.18223



